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GenAI is here to stay! We need to explicitly address what is and isn’t allowed, teach
about AI’s technical and ethical aspects, and change our teaching practices.

In one of the first papers about GenAI (Generative AI) in Computing Education (CED), Finnie-
Ansley et al. [7] stated, “we cannot put the genie back in the bottle!” As teachers, we cannot deny that
GenAI is here and will impact our teaching and students’ learning. We are responsible for explicitly
addressing GenAI and adapting our courses accordingly. As teachers, we need to take action. Many
challenges and opportunities of GenAI in CED have already been identified, such as increased produc-
tivity, better understanding of code and concepts, overreliance, and concerns about academic integrity
([1, 5, 12]). We need to implement changes to mitigate these challenges and leverage the opportunities!

What can we do as teachers?

1. Become familiar with GenAI tools: If you haven’t already, take the time to explore a range
of GenAI tools. Test their functionality by applying them to your course assignments and exams.
This will help you understand both their capabilities and limitations and how easily (or not) they
can solve the tasks you set for your students. Refs. [10].

2. Set clear GenAI policies: Explicitly state what is allowed and what isn’t in your course.
Explain to students why you have chosen these policies. Review the learning objectives of your
course and determine if they can be achieved using GenAI. Refs. [8, 10].

3. Teach technical and ethical aspects of AI: Students need to understand how GenAI models
work to reason about their capabilities and limitations. This AI literacy can also be coordinated
at the program level.

4. Adapt your teaching practices: Adjusting to GenAI can be done defensively, incorporatively,
or by combining both. Shortly, accreditation agencies or evaluation committees may require
evidence of how your program addresses GenAI. This includes demonstrating how exams and
other assessments are designed to be LLM-proof or how GenAI tools are integrated into courses
to enhance learning. Refs [2, 4].

5. Update your assessment methods: Assume students are using GenAI. Adjust grading com-
ponents by assigning less weight to tasks easily solved with GenAI. Consider new assignments
like oral exams, presentations, group projects, and closed testing. Refs. [9, 10].

6. Explore new teaching practices: Use GenAI to generate novel exercises, create sample so-
lutions, to explain concepts, etc. At Utrecht University, we have compiled a set of practices for
integrating GenAI in Programming Education. Available at https://www.uu.nl/en/research/
generative-ai-for-computing-education

7. Incorporate assignments on GenAI tools: Design tasks that teach the limitations and
capabilities of GenAI tools and assignments that show when and how to use these tools effectively.
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8. Focus on new skills for working with GenAI: Emphasize skills like program specification,
refactoring, prompt engineering, verification/testing, and decomposition/planning. Refs. [5].

9. Test new tools developed with LLMs: New tools are being developed with LLMs in their
code. Explore tools for feedback generation [11], developing code comprehension [6], creating
Parson’s problems [3], and explaining concepts within Jupyter notebooks (I am working on this
project with some students).

These are basic actions that we can start implementing as teachers. GenAI is changing rapidly,
and we need to continuously adjust our practices. Also, evaluate your changes. See how effective they
are, and take into account students’ opinions.

Note 1: Spanish & Dutch versions of this post will be available in the coming weeks.
Note 2: This post is based on my participation in the panel discussion on Generative AI in SE

Education at the SEN Symposium 2024 a few weeks ago1.
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